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Hypothesis testing

B Mathematical model vs measurement

* Comparison of theoretical line (computed by model) and
measured values
* |f computed values match with measured ones, the model is accepted

Statistics and Probability

* |f computed values do not fit to measured ones, the modelis rejected

* We have in many cases

 Comparison of the computed and measured values cannot give clear
clue whether to accept or to reject the model
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* Hypothesis testing provides an analysis tool in the comparison




Hypothesis testing

" Steps in making statistical tests
* Formulate the hypothesis to be tested

Statistics and Probability

* Formulate an alternative hypothesis

* Define atest statistic

* Define the distribution of the test statistic

* Define the rejection region or critical region of the test statistic
* Collect the data needed to calculate the test statistic
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* Determine if the calculated value of the test statistic falls in the
rejection region of the distribution of the test statistic




Errors in hypothesis testing

Statistics and Probability

decision hypothesis is true hypothesis is false
accept hypothesis correct decision Type ll error, 3

reject hypothesis Type | error, a correct decision

a is the probability of committing error type | a and 8 have to be small

B is the probability of committing error type a is more important than
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Notation

" Hy = null hypothesis (hypothesis being tested)

Statistics and Probability

" H,; = alternative hypothesis
" (1 — a) =confidence level
" a = level of significance
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Statistics and Probability
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Hypothesis testing on mean

Ho: p =y } normal distribution

Hy:p=p; ) o2isknown - itisarare case
- Vn o, _ o
Test statistic  Z = — (X — p,) has a standard normal distribution
Ox
o PR Ox
If uy > u, = Hyisrejectedif X < puq — Zl—a\/_ﬁ = 7 < —Zi_q
Ox

Ifu, < uy, = Hyisrejectedif X <pu +zi_o,—=27>2_,

N



Hypothesis testing on mean

Statistics and Probability

area=1—a«
area=«
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Z1-a

prob(Z > z;_,) =«

~




Hypothesis testing on mean

Ho: p =y } normal distribution
Hy:p=p

Statistics and Probability

0,2 is unknown

o - Vn ,_ o .

S Test statistic T =— (X — p,) has atdistribution with (n — 1) degrees of freedom
§ Sx

e o = S

@ If uy > u, = Hyisrejected if X <y, — tl—an—l_X =T < —ti—gn-1

g TN '

Ifu; <pp, = Hpisrejectedif X >pu+t; gn1—==>T = —t1_gn

Vn




Hypothesis testing on mean

Statistics and Probability

area=1—a«
area=«
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ti—an—1

prob(T > tl—a,n—l) =«

©




Hypothesis testing on mean

Hy: u =y } normal distribution
Hy: p# po

Statistics and Probability

o,” is known - it is a rare case

o - Vn o, o

g Test statistic  Z = — (X — y,) has a standard normal distribution
5 Ox

: N v,

g Hyisrejected if |7] = —(X — .Uo) > Z1-a/2

% Ox

Za)2 = —Z1—q/2 Z1-a/2

10




Hypothesis testing on mean

Hy: u =y } normal distribution
Hy: p# po

Statistics and Probability

0,2 is unknown

\/_

. . n, _
Test statistic T = — (X — ,uo) has a t distribution with (n — 1) degrees of freedom
Sx

- | i
Ho is rejected if || = |§ (X = 1o)| > ti-ayzn1
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ta/z,n—l = _tl—a/z,n—l tl—Ol/Z,Tl—l

—
—




Hypothesis testing on mean

" Result of a hypothesis testing
* acceptH,

Statistics and Probability

* failtoreject H,
" Meaning

* Ho: p = pg
* Accepting Hy means that

» we fail to reject Hy = we say that based on the sample that we have,
we say that the population mean is not significantly different from p,
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* we cannot say that the population mean really equals to y, since we
do not prove that u =

RN
[\




Statistics and Probability
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Test for differences in means of two normal distributions

Ho: py —pup; =9 } normal distribution

Hizpg —pp #6 var(X) and var(X) are known - itis arare case
- X, —X,—6
Test statistic 7 = ( 1 2 ) has a standard normal distribution
(012/n1 + 0,2 /1) 1/?
(X, — X, —6)

Hyisrejected if |Z| =

> Zq_
(012/n4 + 0,2 /)12 1~a/2

Za/2 = —Z1-a/2 Z1-a/2



Statistics and Probability
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Test for differences in means of two normal distributions

Ho: py —pp =90 } normal distribution

Hizpg —pp #6 0,2 is unknown

(X1 — X2~ 5) 72 has a tdistribution
(ny + nz)[(nl — 1)512 + (n, — 1)55] with (n; + n, — 2)
[nyn,(ny + n, — 2)] degrees of freedom

Test statistic T =

HO iS rejected |f |T| > tl_a/z’n1+n2_2

ta/2n-1 = —ti—a/2n +n,-2 ti—a/2n,+n,-2



Test of variance

HO:O-Z == O-g

:|L normal distribution

Statistics and Probability

2 2
Hy:0“ # o

. X;
Test statistic y2 = ( :

> has a chi-square distribution
- 0,

i=1 0

H, is accepted if Xé/z,n—1 <xi< Xf—a/z,n—l
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Statistics and Probability
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Test on variance of two normal distributions

. 2 2
Ho. 01~ = 0>y

5 2} normal distribution
Hl: 0-1 * 02

2
S
Test statistic F. = 5.1_2 has an F distribution with (n; — 1) and (n, — 1)
2 degrees of freedom and s, 2 > s,?

H,isrejected if Fz > Fi_gn,—1n,-1

Fi_an-1n,-1



Statistics and Probability

S
o
&
S
o0
35

[Py

“—
©
+—
<
(@]
=
o
@©
=
2
<
o3
(/2]
o
e
=
=

RN
N

Test on variance of several normal distributions

HO: 0-12 == 0-22 = = O-kz

2 2 2 :IL normal distribution
Hy: 01° # 0% # - # 0

Test statistic Q/h has an chi-square distribution with (k — 1) degrees of freedom

k
(nl_l)sl
Q=) n—1ln (n — 1) Ins;?
So-oup oS
k

1 1 1
Ty z<ni—1>_1v—k

i=1
k 1—«a
N = Zni
]

l

Hy is rejected if Q/h > x7_qp_1

2
X1-a k-1



Statistics and Probability
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Statistics and Probability

Hypothesis Testing
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